Improvement of a dynamic scanning force microscope for highest resolution imaging in ultrahigh vacuum
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We report on a modification of a commercial scanning force microscope (Omicron UHV AFM/STM) operated in noncontact mode (NC-AFM) at room temperature in ultrahigh vacuum yielding a decrease in the spectral noise density from 2757 to 272 fm/√Hz. The major part of the noise reduction is achieved by an exchange of the originally installed light emitting diode by a laser diode placed outside the vacuum, where the light is coupled into the ultrahigh vacuum chamber via an optical fiber. The setup is further improved by the use of preamplifiers having a bandpass characteristics tailored to the cantilever resonance frequency. The enhanced signal to noise ratio is demonstrated by a comparison of atomic resolution images on CeO$_2$(111) obtained before and after the modification. © 2008 American Institute of Physics. [DOI: 10.1063/1.2964119]

I. INTRODUCTION

The dynamic scanning force microscope (SFM) operated in the noncontact atomic force microscopy (NC-AFM) mode in an ultrahigh vacuum (UHV) environment has become a standard tool in surface science for the characterization of insulating materials at the atomic scale. Continuous improvement of the instrumentation in the rapidly developing field of SFM have been achieved, enabling not only the studies of surfaces at the atomic scale but also the chemical identification and manipulation of single atoms and molecules.

In this contribution we demonstrate how the spectral noise density of a commercial scanning force microscope [UHV AFM/STM, Omicron, Taunusstein, Germany; based on a design of Howald et al.] operated in ultrahigh vacuum can be decreased from 2757 fm/√Hz measured for the original setup to 272 fm/√Hz for the modified setup. The setup is based on detecting the cantilever oscillation by the optical beam deflection (OBD) method, which is predominantly used in SFM. The reduced noise density is achieved by an exchange of the originally installed light emitting diode (LED) by a fiber-coupled laser diode (LD). Furthermore, an ex situ preamplifier with an optimized bandpass characteristics is installed. The enhanced atomic resolution imaging capabilities of the modified setup are demonstrated by atomic resolution SFM measurements on CeO$_2$(111).

II. MODIFICATION OF THE OBD SETUP

In this section we describe the modification of the OBD setup in detail. Two photographs of the microscope stage before (A) and after (B) the exchange of the LED by a LD are shown in Fig. 1. In the original setup the LED is installed on top of the housing (1) containing two adjustable mirrors to guide the light beam onto the cantilever and the position sensitive detector (PSD). The PSD is a quadrant photodetector [Fig. 1(c)]. For this microscope design, the cantilever is fixed in its position and the sample is scanned in front of the tip by the sample scanner opposite to the housing of the PSD. The originally installed LED is replaced by a metal cylinder of the same dimensions [Fig. 1(b)] which locks an optical fiber via a piece of slashed Viton cut from an O-ring [Fig. 1(e)]. The light is introduced into the SFM optical system via a single mode optical fiber (SMC, Schäfter undKirchhoff, Hamburg, Germany) that is protected against mechanical damage by a U-shaped stainless steel tube with an inner diameter of 1 mm [Fig. 1(b)].

The alignment of the laser beam onto the cantilever and the PSD is achieved by two motorized mirrors. A schematic picture of the optical path is shown in Fig. 1(c). The beam divergence at the fiber end is reduced by a lens system (we use the originally installed lens system) focusing the light beam onto the cantilever. The first mirror guides the light beam from the optical fiber onto the cantilever back side. The light is reflected from the cantilever toward a second motorized mirror that guides the beam to the center of the PSD.

A. The light source

The original light source is a LED placed inside the UHV (Ref. 8) [Fig. 1(a)]. The LED can withstand bakeout temperatures up to 125 °C, which is essential for the bakeout of the system to achieve UHV conditions. The drawback of a LED is, however, the low light power and the strongly divergent beam. The LED provides a maximum light power...
The increased laser power up to 10 mW of the LD enables us to use cantilevers without reflex coating. Reflex coatings result in decreased quality factors $Q$ in comparison to the same cantilever type without any coating. Previously, we used reflex coated cantilevers (PPP-QFMR, Nanosensors, Neuchatel, Switzerland) having typical quality factors ranging from 30 000 to 100 000 when the LED was applied as the light source. After installation of the LD, we can use the same cantilever type without reflex coating (PPP-FM, Nanosensors) with measured $Q$ values in the range of 50 000–200 000. The use of such high $Q$ probes results in an enhanced force sensitivity in NC-AFM imaging.\(^\text{10}\)

**B. Optical fiber**

The use of an optical fiber with a FC/APC connector at the end outside the vacuum chamber facilitates the disconnection to the LD from the vacuum system during bakeout [Fig. 1(d)]. The other end attached to the microscope head in the UHV [Figs. 1(b) and 1(c)] is cut perpendicular. The optical core of the fiber is protected by an acrylic buffer. The acrylic buffer is withstanding the necessary bakeout temperatures of about 120 °C and has been found not to outgas. To ensure a very small laser spot size on the cantilever we chose a fiber with 4.7 μm mode field diameter (beam diameter at the fiber exit) and a numerical aperture of NA=0.10 corresponding to an opening angle of the light beam at the end of the perpendicular cut fiber of 11.5°.

Special care has been taken to produce a highest quality cleaved surface at the end of the fiber. We used a fiber cutter with an electronically tuned ultrasonic blade FK11 (Photon Kinetics, Beaverton, USA). Thus, we yield a nearly Gaussian spot profile at the end of the fiber with a few speckles due to light scattering at the cleaved surface. The measured loss of light power at the fiber end compared to the laser power measured directly at the fiber connector of the LD is below 10%.

The laser beam is focused on the back side of the cantilever by a set of lenses (we use the originally installed lens system [Fig. 1(c)]). The position of the metal cylinder holding the fiber can be varied to adjust for the smallest spot size. The cylinder is fixed by a screw.

A smaller spot size allows to collect much more light reflected from the cantilever for detection by the PSD for the setup with the LD than for the setup with the LED. The small laser spot can be well positioned on the front end of the cantilever resulting in an increased signal to noise ratio.

**C. UHV feedthrough**

The laser light from the LD is guided into the UHV chamber by an optical fiber via the APC fiber connector (60C-FC/FC, Schäfter und Kirchhoff). This connector is plugged into a socket mounted on an UHV feedthrough [Fig. 1(d)]. Another piece of fiber guides the light from the socket to the scan head. We use a homebuilt feedthrough based on a design avoiding the necessity to glue the optical fiber.\(^\text{11}\) The feedthrough consists of a fitting (Swagelok, Solon Ohio, USA) welded onto a 16 CF flange and a conically shaped Teflon ferrule. The fiber is passed through a center-drilled
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**FIG. 1.** (Color online) (a) Photograph of the AFM scan head with the originally installed LED. (b) Scan head after exchanging the LED by a metal cylinder of same dimensions used to attach an optical fiber to the former LED housing. A U-shaped stainless steel tube protects the fiber from mechanical damage. (1) Housing for the mirrors and the PSD. (2) Sample scanner. (c) Schematic drawing of the modified optical beam deflection setup. The originally installed LED is replaced by a fiber-coupled LD. The light from the fiber is focused by a set of lenses (same as for the LED) and directed onto the cantilever back side by mirror 1. The reflected beam is centered onto the PSD by mirror 2. The optical fiber is fixed by a piece of slashed Viton cut from an O-ring to the metal cylinder replacing the originally installed LED. (d) Photograph of the homebuilt UHV feedthrough for the optical fiber. The fiber-coupled LD can be connected to the UHV feedthrough by the APC connector.
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hole in the Teflon ferrule. The drilling of 0.30 mm in diameter is slightly larger than the fiber diameter of 0.25 mm. The Teflon cone acts as a gasket as it is pressed to the Swagelok fitting by means of a nut reducing the diameter of its drilling. This feedthrough allows operation of the system at a pressure below $10^{-10}$ mbar and withstands frequent bakeout at 120 °C. Since also mounting of the fiber to the scan head does not require gluing, it is straightforward to exchange the fiber in case of damage. In this case solely the Teflon cone has to be exchanged.

D. Preamplifier

The photocurrent from the PSD that is alternating due to the cantilever oscillation is converted to an ac voltage with a preamplifier directly attached to the base flange of the microscope head outside the UHV chamber. We designed preamplifiers suited for the needs of high resolution SFM measurements replacing the originally installed preamplifier.

Besides using lowest noise components for the new preamplifiers, the main improvement is to adapt the frequency response of the transimpedance to the resonance frequencies of the cantilevers used. A circuit diagram of the current-to-voltage converter with subsequent bandpass amplification is presented in Fig. 2. First the PSD current $I_{\text{PSD}}$ is converted to an ac voltage $U_{\text{ac}}$ by means of a set point which has normally been used in experiments. For parallel measurements at the first resonance frequency $f_1$ and higher harmonics, since the amplification at high frequencies is too low to pick up the higher harmonics signals. For such applications, a high bandwidth preamplifier is needed.

III. PERFORMANCE TEST

A. Sensitivity and noise figures

First, we relate the light power at the end of the fiber connector measured with an optical power meter (TQ8210 equipped with a fiber adapter, Advantest, Tokyo, Japan) as a function of the signal $U_S$ defined as the sum of the signals of all four quadrants of the PSD. The respective dependency is depicted in Fig. 4(a), whereby a cantilever without reflex coating (PPP-FM, Nanosensors) was used for this and all further measurements in Sec. III A, if not stated otherwise. From Fig. 4(a) it is evident that $U_S$ increases linearly with light power indicating that even for a light power of 1 mW, the PSD is not in saturation. For comparison, the sum signal for the originally installed LED operated at maximum current, a set point which has normally been used in experiments, is indicated. In the LED configuration, for a light...
A power of 1.15 mW a sum voltage of only about 1.5 V has been measured if cantilevers without any reflex coating were used. High-Q cantilevers with reflex coatings (PPP-QFM, Nanosensors) were used in our earlier work\(^1\)\(^2\)\(^3\) to increase the signal to 3.5 V. As a major improvement we note that at the same applied light power of about 1 mW the sum signal is by a factor of 6 larger for the LD (≈ 9 V) compared to the LED (≈1.5 V) without the use of reflex coated cantilevers. We ascribe this increase in light power on the PSD to the smaller divergence of the laser beam compared to the LED.

To estimate the oscillation amplitude of an either thermally or mechanically excited cantilever, it is necessary to calibrate the sensitivity of the setup. The optical lever sensitivity \(S\) is defined as \(S = \Delta V / \Delta A\), with the detector voltage changes \(\Delta V\) and the change in cantilever oscillation amplitude \(\Delta A\). The lever sensitivity is obtained by plotting the voltage for driving the oscillation as a function of the variation of the vertical displacement for keeping constant a given value of the normalized frequency shift.\(^1\)\(^5\)\(^6\) The slope of such an amplitude versus displacement plot corresponds to the sensitivity \(S\). The optical lever sensitivity has to be determined every time the light intensity or the spot position on the cantilever is changed. Figure 4(b) shows \(S\) for the same cantilever and fixed light spot position as a function of \(U_S\), whereas \(U_S\) is proportional to the applied light power. Hence, we find that the optical lever sensitivity \(S\) is directly proportional to the applied laser power \(P\).

To quantify the noise, we measure the thermally excited cantilever motion, determine the optical lever sensitivity \(S\), and calculate the deflection noise density \(D_{ND}\) as described below. In Sec. III A all experiments characterizing the original LED setup were done using the originally installed preamplifier. Measurements for the LD setup have been done using the new preamplifier optimized for 90 kHz cantilevers. The voltage spectral density \(U_{SD}(f)\) of the thermally excited cantilever oscillation is measured with a spectrum analyzer (SR 770, Stanford Research Systems, Sunnyvale, USA). Typical spectra of the thermally excited cantilever vibrations are shown in Figs. 5(a) and 5(b) using the original setup and the new setup (LD and new preamplifier) as the light source, respectively. The resonance peak can clearly be identified in both spectra. It is evident by a direct comparison of both spectra that the resonance peak measured when the new setup is used [Fig. 5(b)] is much more pronounced than the peak using the original setup [Fig. 5(a)]. The signal to noise ratio calculated from the ratio of peak height to the noise floor for the original setup amounts 11.2 dB, while it is 19.5 dB for the new setup.

To characterize the quality of the OBD oscillation detection setup, we determine the deflection noise density \(D_{ND}\) which corresponds to the noise floor of the deflection spectral density \(U_{SD}\) in the oscillation spectrum of a thermally excited cantilever.\(^1\)\(^5\)\(^7\) The noise floor is a measure for the smallest detectable oscillation signal of the setup. To accomplish this, we calibrate the optical lever sensitivity \(S\) for a measured voltage spectral density \(U_{SD}\) and extract the deflection spectral density \(D_{SD}\) in the units [fm/√Hz] from the voltage spectral density \(U_{SD}\) measured in the units [V/√Hz] by the relation

\[
D_{SD} = U_{SD}/S.
\]

This was done for both spectra shown in Figs. 5(a) and 5(b) and the corresponding deflection spectral densities are plotted in Figs. 5(c) and 5(d). The optical lever sensitivity for the measurement using the LED was \(S=0.0041\ V/\text{nm}\) yielding a deflection noise density of \(D_{ND}=2975\ \text{fm}/\sqrt{\text{Hz}}\) calculated from the voltage noise floor of 12.2 \(\mu\text{V}/\sqrt{\text{Hz}}\) in Fig. 5(a). The spectrum was recorded at a light intensity of 1.15 mW corresponding to \(U_S=3.2\ V\). The optical lever sensitivity for the measurement using the LD was \(S=0.017\ V/\text{nm}\) yielding \(D_{ND}=272\ \text{fm}/\sqrt{\text{Hz}}\) calculated from the voltage noise floor of 4.7 \(\mu\text{V}/\sqrt{\text{Hz}}\) in Fig. 5(d). The spectrum was recorded at a light intensity of 0.7 mW corresponding to \(U_S=6\ V\).

To explore the feasible range of laser intensities, we determined the deflection noise density \(D_{ND}\) from the noise floor in \(D_{SP}\) at various laser power levels, where the corre-
elementary charge, and combined into one constant of proportionality corresponding least-squares fit of Eq. (2). The dashed line corresponds to the sum signal typically used for NC-AFM experiments. A silicon cantilever (PPP-FM, Nanosensors) \( f_0 = 74 \, 720 \, \text{Hz}, Q = 69 \, 930 \), and \( k = 2.8 \, \text{N/m} \) was used.

The achieved deflection noise density of 270 \( \text{fm}/\sqrt{\text{Hz}} \) is comparable to the noise levels of the best interferometric cantilever oscillation detection systems\(^2\) and optimized quartz tuning fork systems having a spectral noise density of typically 170 \( \text{fm}/\sqrt{\text{Hz}} \) (Ref. 15) when operated in UHV.

We also compare the noise in the detection of the detuning signal \( \Delta f \) at the output channel of the phase locked loop demodulator.\(^\text{19}\) The decreased noise level is expressed in the detuning noise detected for the cantilever free oscillation, when the cantilever is excited at a constant oscillation amplitude of \( A = 15 \, \text{nm} \) far away from the surface. Under typical experimental conditions, a fluctuation of 1 to 2 Hz was registered before the modification of the setup compared to a value of about 0.2 Hz for the modified setup.

### B. Improvement in atomic resolution imaging

We demonstrate the enhanced capabilities of our new setup by imaging the CeO\(_2\)(111) surface with atomic resolution similar to our previous studies.\(^{12,13,20}\) The \textit{ex situ} polished surface is prepared by repeating cycles of \textit{in situ} Ar\(^+\) ion sputtering (1.5 keV, \( 5 \times 10^{-5} \, \text{mbar}, 5 \, \text{min} \)) at room temperature and successive annealing for 1 min at 1175 K.\(^{12}\)

We conducted atomic resolution measurements before and after the modification with cantilevers having the same mechanical properties under similar experimental conditions. We use p-doped silicon cantilevers with reflex coating (PPP-QFM, Nanosensors) and uncoated (PPP-FM) with a nominal force constant of \( k = 2.8 \, \text{N/m} \) and a resonance frequency of about 75 kHz and uncoated high frequency cantilevers (PPP-NCH) having a resonance frequency of about 270 kHz and \( k = 42 \, \text{N/m} \). Tips were prepared \textit{in situ} by Ar\(^+\) ion sputtering (0.5 kV, \( 5 \times 10^{-5} \, \text{mbar}, 3 \, \text{min} \)) prior to the experiments to remove the native oxide layer. However, a clean tip is most reactive and we anticipate that the imaging cluster at the tip end is a hydroxyl cluster formed from constituents of the residual gas or adsorbates on the surface.\(^{21}\) The microscope is operated\(^{19,22}\) in the frequency modulation detection mode (FM-AFM),\(^\text{10}\) keeping the cantilever oscillation amplitude constant and the overall tip-surface electrostatic interaction minimized.

When comparing NC-AFM images taken under different experimental conditions, it has to be emphasized that the atomic tip termination has a strong influence on imaging quality and results may strongly differ from one measurement to the next even on the same day using the same tip. This is because contrast formation is dependent on the tip cluster structure\(^{21}\) and subtle changes in the tip termination may result in a dramatically enhanced resolution compared to measurements performed under nominally identical
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**TABLE I. Deflection noise densities \( D_{ND} \) obtained for the different tested setups before and after the modification.**

<table>
<thead>
<tr>
<th>Light source</th>
<th>Preamplifier</th>
<th>Cantilever</th>
<th>( D_{ND} ) (fm/√Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LED</td>
<td>Original</td>
<td>75 kHz, coated</td>
<td>2757</td>
</tr>
<tr>
<td>LD</td>
<td>Original</td>
<td>75 kHz, uncoated</td>
<td>545</td>
</tr>
<tr>
<td>LD</td>
<td>New 90 kHz</td>
<td>75 kHz, uncoated</td>
<td>272</td>
</tr>
</tbody>
</table>

---

**FIG. 6.** Deflection noise density as a function of \( U_S \). The solid line represents a least-squares fit to the experimental data according to Eq. (2). The dashed line corresponds to the sum signal typically used for NC-AFM experiments. A silicon cantilever (PPP-FM, Nanosensors) \( f_0 = 74 \, 720 \, \text{Hz}, Q = 69 \, 930 \), and \( k = 2.8 \, \text{N/m} \) was used.
conditions.\textsuperscript{23} Hence, one has to be careful to compare the quality of atomic resolution images obtained before and after the modification. Therefore, to evaluate improvement in atomic resolution capability we select the best images obtained before and after the modification.

For the original setup, best image quality was obtained in the constant height mode, where the distance between tip and sample is compensated but the feedback is not between tip and sample is compensated but the feedback is not.\textsuperscript{13} In this imaging mode the detuning signal ($\Delta f$) reveals the atomic information.\textsuperscript{12} Imaging the surface in the topographic mode ($z$) using the detuning signal as the feedback signal often resulted in instable imaging conditions due to the high noise level in the detuning signal. After the modification, the best results are obtained with the topography mode, using the detuning signal as the feedback signal for the topography feedback. Thus, the detuning value is kept constant and the topography ($z$) reflects the atomic information.

Figure 7(a) shows the stoichiometric CeO$_2$(111) surface imaged with an uncoated silicon tip (PPP-NCH, Nanosensors) having a resonance frequency of $f_0=263$ 855 Hz and a nominal force constant of $k=42.0$ N/m. It was obtained at a fast scanning speed of 12 nm/s using the new preamplifier optimized for frequencies around 270 kHz. This image represents the best contrast and signal to noise ratio we have ever obtained on this surface at room temperature. The noise in the topographic channel estimated from the line profile shown in Fig. 7(b) is below 8 pm as indicated by arrows for a corrugation of about 55 pm. This results in a relative error below 15%. The best atomic resolution images obtained on this surface in the constant height mode with the original setup showed a relative error in the detuning signal of about 30%.\textsuperscript{21} According to the formulae describing noise figures in NC-AFM (Ref. 2) the use of stiff cantilevers having resonance frequencies of about 270 kHz and spring constants larger than 40 N/m facilitates imaging the surface with small oscillation amplitudes ($\pm15$ nm) and results in enhanced imaging quality in agreement with our experimental observation.

With the new setup we can scan in the topographic mode with atomic resolution in the $z$-channel with the same scanning speed in fast scan direction of about 24 nm/s as in the constant height mode what has not been possible before the modification. The advantage of the topographic mode becomes evident when protruding adsorbates are imaged on the surface. In Figs. 7(c) and 7(d) we present images of individual water molecules adsorbed on the surface.\textsuperscript{13} Image (C) is measured with the old setup and allows the identification of three individual molecules. The image quality is the same as the best of our published data.\textsuperscript{13} However, scanning protruding adsorbates in the constant height mode results in a strong contrast on top of the water molecules [Fig. 7(c)] but the ionic lattice appears rather faint and noisy. Also the actual shape of the water molecules is not clearly recognized. This is because the tip is in close approach to the protruding adsorbate but at a larger separation to the substrate. Scanning at closer tip-surface distance in order to image also the ionic lattice with enhanced resolution often results in instabilities due to disturbance of the tip by the adsorbates.

Image (D) is recorded with the new setup and enables us to precisely determine the shape and adsorption geometry of individual molecules since also the surface ions of the substrate appear with strong contrast. From this image we can clearly deduce that water molecules adsorb at threefold bridge positions occupying three ionic lattice sites and exhibit a symmetric triangular shape. The slightly granular structure decorating the ionic sites [Fig. 7(d)] is due to a slightly too fast topography feedback. To avoid any contact or disturbance of the tip with the adsorbed molecules, a fast feedback proved advantageous when imaging the protruding molecules. For an adsorbate-substrate system, imaging of protruding defects in the topographic mode clearly leads to an enhanced resolution in comparison to imaging in the constant height mode. The reason why the ions of the substrate and the water molecules can be nicely identified in Fig. 7(d) is that the tip followed the topography so that the tip-surface distance was sufficiently small above the molecule and the atoms of the clean surface to yield a strong contrast.

Similarly, excellent results showing enhanced resolution have been obtained in a likewise modified Omicron UHV AFM/STM microscope when imaging semiconducting surfaces.\textsuperscript{24,25} Other groups succeeded to improve the image quality obtained with this instrument by exchanging the LED by a fiber-coupled superluminescent laser diode;\textsuperscript{26,27} however, noise figures before and after the modification have not been reported.
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FIG. 7. (Color online) SFM images (raw data) of the CeO$_2$(111) surface. (a) Topographic image obtained with the new setup. (b) Height profile along the solid line in (a). The noise in the topographic signal is below 8 pm as indicated by arrows. (c) and (d) show adsorbed water molecules imaged with the old and new setups, in the constant height and topographic mode, respectively. Image sizes (a), (c), and (d) 3.0 $\times$ 3.0 nm$^2$; Imaging parameters: image (a) $f_0=263$ 855 Hz (PPP-NCH, Nanosensors), $k=42.0$ N/m, $Q=31$ 251, $A=16.3$ nm, image set point $\Delta f_{(a)}=-36.8$ Hz, normalized frequency shift (Ref. 2) $\gamma_A=-12.2$ N/m, fast direction scanning speed $v=12$ nm/s. Image (c) $f_0=79$ 988 Hz (PPP-QFMR, Nanosensors), $k=2.8$ N/m, $Q=63$ 245, $A=32.5$ nm, $\Delta f_{(c)}=-14.4$ Hz, $\gamma_C=-3.0$ N/m, and $v=24$ nm/s. Image(d) $f_0=83$ 898 Hz (PPP-FM, Nanosensors), $k=2.8$ N/m, $A=36.4$ nm, $Q=86$ 259, $\Delta f_{(d)}=-19.4$ Hz, $\gamma_D=-4.5$ N/m, and $v=22.2$ nm/s.
IV. CONCLUSION

In this work we present modifications of a commercial AFM (Omicron UHV AFM/STM) operated in UHV leading to significantly enhanced resolution in NC-AFM experiments. We demonstrate that the exchange of the LED by a fiber-coupled LD in conjunction with an exchange of the preamplifier results in a decrease in the deflection noise density by one order of magnitude. The achieved noise level of 270 fm/√Hz under UHV conditions for our modified setup is comparable to the noise levels of interferometric cantilever oscillation detection and that of a quartz tuning fork. Nevertheless, for applications of SFM in liquids, noise levels of the optical beam deflection setup below 20 fm/√Hz have been reported. This is another order of magnitude smaller than what was reported. This is another order of magnitude smaller than what was reported.17,18
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